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ABSTRACT OF DISSERTATION
OPTIMAL CONTROL OF
\ RESIDENTIAL HEATING AND COOLING SYSTEMS

In recent years, several heating and cooling systems have come into use
for the purpase of reducing energy costs. Unfartunately, due to limitations of
the conventional control strategies, the use of these systems does not always
result in significantly reduced costs of operation. The purpose of this study is
to develop control strategies for these systems which will ensure that their
use results in the desired savings in energy costs.

The methods of dynamic optimization are used to develop the improved
control strategies for three types of systems. The system types which are
analyzed are a passive solar home with an electrically heated thermal storage
floar, solar and/or off-peak storage heating and cooling systems, and an active
solar energy collection system. Optimal control strategies are presented for
each of the analyzed systems. Simulation results are presented for each
system, In addition, experimental results from an implementation of the

optimal collection of solar energy are presented.
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Colorado State University

Fort Collins, Colorado 80523
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ABSTRACT NF DISSERTATION
OPTIMAL CONTROL OF
RESIDENTIAL HEATING AND COOLING SYSTEMS

In recent years, several heating and cooling systems have come into use
for the purpose of reducing energy costs. Unfortunately, due to limitations of
the conventional control strategies, the use of these systems does not always
result in significantly reduced costs of operation. The purpose of this study is
to develop control strategies for these systems which will ensure that their
use results in the desired savings in energy costs.

The methods of dynamic optimization are used to develop the improved
control strategies for three types of systems. The system types which are
analyzed are a passive solar home with an electrically heated thermal storage
floor, solar and/or off-peak storage heating and cooling systems, and an active
solar energy collection system. Optimal control strategies are presented for
each of the analyzed systems. Simulation results are presented for each
system. In addition, experimental results from an implementation of the

optimal collection of solar energy are presented.

Robert C. Winn
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CHAPTERI

INTRODUCTORY REMARKS

Many residential heating and cooling systems have been developed recently
which are intended to reduce the cost of heating or cooling a house, Solar
heating systems and off-peak storage devices are designed to reduce energy
costs; however, they are not always successful. The conventional control
strategies used to operate these systems have limitations which can reduce the
effectiveness of the systems. The purpose ;JF this study is to develop control
strategies for these systems which ensure that their operation results in a
reduced cost of operation,

Solar heating systems attempt to reduce energy cost by redudng the total
amount of purchased energy required for heating relative to conventional
heating systems. Over a long period of time, a solar heating system will
require less purchased energy than a conventional heating system. However, if
the heating load on a particular day is high, the peak instantaneous demand is
about the same for solar and conventional houses. As a result, the utility must
maintain the generating capacity to satisfy the instantaneous demand of all of
the houses in its service area, not just the conventional houses. In addition,
the operation of the pumps and fans in an active solar heating system may
result in a large electrical requirement during the time of day when the
utility’s overall demand is high. Improved control strategies can help prevent
these undesirable performance characteristics,

Off-peak storage devices are designed to require electricity during the
utility’s low demand time of day so that the utility’s demand is more uniform

throughout the day. Off-peak storage systems can take several forms. The




simplest form of off-peak storage system is one in which water in a

storage tank is heated or cooled at night and discharged during the day. A
madification of this system is one in which an off-peak heater is added to a
solar storage tank. Another variation is to use off-peak electricity to heat a
large solid mass in a passive solar home, In any of these systems, if the
storage is depleted before the end of the utility’s high demand time of day, a
large, instantaneous, electrical load is experienced at the residence. Again,
the utility must have the capability to satisfy this load. Improved conrol
strategies can ensure that the use of off-peak storage will have the desired
effect of significantly reducing on-peak electrical demand.

Methods of dynamic optimization are used in this study to develop optimal
control strategies for the systems mentioned abave. Specifically, analyses are
conducted on a systein in which off-peak electrical energy is input to a passive
solar home, an active solar and/or off-peak storage system, and an active
solar energy collection system. Each of these analyses represents a different
level of control complexity which is the result of specific characteristics of the
energy storage systems.

The study of the passive heating system is presented in Chapter II. In
this problem, the energy storage medium is in thermal contact with the
conditioned space. As a result, the discharge from storage is determined by
the dynamics of the storage and the governing heat transfer relationships.
Control is achieved by the rate and timing of energy delivery to storage, The
optimal control in this problem depends heavily on the dynamics of the storage
and requires accurate load prediction.

Systems with energy storage isolated fram the conditioned space are

studied in Chapter III, In these systems, the control is achieved by turning a
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pump on or off, As such, the characteristics of the storage are not as

impartant as in the problem in Chapter II, The optimal control in this case
requires some load prediction, but a rough estimate of the load gives an
excellent approximation to the optimal control,

In Chapter IV, the collection of solar energy in an active solar heating
system is analyzed. In this problem, the storage dynamics may be safely
ignored, and the dynamic optimization is equivalent to a series of point
optimizations. No load prediction is required. A controller designed to
approximate the optimal control has been built and results of actual system
performance using this controller are presented in Chapter IV,

The optimal control problems presented in Chapters II, III, and IV are all
solved using a dynamic optimization technique. The solutions to the problems
differ significantly due to the differing importance of the characteristics of
the storage. In each case, however, the optimal control strategy ensures that
the system operation has the effect that was intended in the initial design of

the system.
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f CHAPTERII ]
PASSIVE SOLAR RESIDENCE
WITH ELECTRICALLY HEATED THERMAL STORAGE
In this chapter, optimal control strategies are developed for a passive
solar residence which has thermal energy storage which can be electrically
heated. This problem is ane in which the storage characteristics are extremely
important in the control deterinination. The control of the system is the

electrical heating of the thermal energy storage.

INTRODUCTION

The use of off-peak electricity to heat thermal energy storage has been
investigated as a technique for reducing electrical demand during the utility
high demand hours. Typically, the storage is isolated from the living space,
and the discharge of energy from storage is easily controlled. In some designs,
however, the storage is thermally coupled to the living space. Such a design is
incorporated in a house built in the LaVereda subdivision of Santa Fe, New
Mexico as a joint venture of the Public Service Company of New Mexico, the Las
Alamos National Laboratory, and a contractor in Santa Fe [13., The building is
heated using an indirect gain passive solar heating system (Trombe wall) and
an electrically heated thermal storage floor,

The operation of an energy storage system such as the one described above
requires a control strategy which is designed specifically for the system. A
simple thermostat is inadequate because of the long time delay between energy

input into storage and the response of the building temperature. In addition,

g m
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because the energy storage is coupled to the living space, the discharge from

storage is determined by the governing heat transfer equations and cannot be

switched on or off, An effective control strategy must take into account the

time delay between energy input and release as well as the governing heat

transfer relationships. The results of simulations using several different

control strategies as applied to a residence similar to the one in Santa Fe are

presented and, in particular, several optimal control strategies are proposed.

SYSTEM MODEL

For the purpose of this study, the Santa Fe residence is madeled by the

system shown in Figure t. The enclosure, the storage wall, and the storage

floor are modeled using a single node for each; i.e., lumped capacitance. This is

not an adequate model for use in a detailed simulation because the wall, floor,

and enclosure are not isothermal}; however, this model, which gives

qualitatively correct results, is used to develop and compare the control

strategies.
For the model in Figure 1, the heat transfer (in Watts) are given by
QS = H,:l'aAw
Q= Nyehy Ty~ Tg)

Qw,lDSS = UwaAw(Tw-Ta)

QF= UFEAF(TF-TE)

OF,lc;sss = UFgAF(TF_Tg)

Qe.loss = UATT)

éaux is the electrical power to the floor

where

(1)

(2)

(3)

(4)

5]

(&)
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? Figure 1. Schematic of Passive Solar Residence.
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Ht is the solar radiation incident on the glazing surface

T a is the glazing transmittance-absorptance product

Aw is the glazing area

hwe is the connective heat transfer coefficient, Trombe wall to enclosure
Uwa is the overall heat transfer coefficient, Trombe wall to ambient

U is the overall heat transfer coefficient, floor to enclosure

A is the floor area

U, is the overall heat transfer coefficient, floor to ground

fg

UA, is the overall enclosure heat transfer coefficient-area product

T, is the enclosure temperature

Ta is the amhient temperature

T, is the floor temperature

'l'g is the ground temperature.
All properties and heat transfer coeffidents are assumed constant,
Performing an energy balance on each node and using the above relationships
yields

9y = dT/dt = ~(a +ay+aq)T +a T +asT+asT, N

93 = dT,,/dt = agTy~(ag*a )T, +agHy+a, T, (8

03 = dTg/dt = ayTg-(ay+ag)Tr+Qy,y/CetagTy )
where

3y = hyelyw/Ce

32 = UgeAp/Ce

Ay = UAe/ Ce

a =t'aAw/ Cw

aS = hweAw/cw

asiriers, SN
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a,=U,.A,/C

warw’ Tw
37 = UrehAp/Cs
3g = Ugghp/C

Cg is the thermal capacitance of the Trombe wall (kJ /°0)

Cy¢is the thermal capacitance of the floor (T /°C)
Equations (7), (8), and (9) describe the performance of the system in Figure 1,
A more detailed model could easily be developed using multiple nodes
throughout the structure, but these equations will suffice for the following

development.

OPTIMAL CONTROL DETERMINATION

Equations (7), (8), and (9) describe the dynamic performance of the system
depicted in Figure 1. That performance is driven by external inputs (ambient
temperature, ground temperature, and solar radiation) and is controlled by the
auxiliary heat input, The optimal use of auxiliary heat input, that is, the
optimal control, can be determined using a dynamic optimization technique, The
technique used in this problem is Pontryagin‘s Maximum Prindple [2],

To apply the Maximum Principle to the problem at hand, a statement of
what is to be optimized must be made, There are many possible statements,

and two will be used in this study. The first statement is

t
=1 fredr 2
3= L 1Fd,, 2+C(T -T2t (10)
=]
which is the quadratic abjective function. The second statement is

tF .
J2 =j; man.n:‘:'t 11)
o
which is called the minimum cost objective function. In these statements,

reprasents the cost uer unit of &nergy, C is a comfort weighting coefficient,




and Tset is the desired temperature, all of which may be functions of time of
day, In equation (10) the first term represents a measure of energy cost and i
H the second is measure of discomfort. Because daux is squared in the first
term, it is not strictly and energy cost term, but is, in fact, the product of

energy cost, Féauxdt. and pawer demand, Q. .. To minimize energy cost, the 3

aux
term must be linear in éaux’ as in the equation (11), %
The controls which minimize the above aobjective functions are determined

from the solution of a set of differential equations which form a two point

boundary value praoblem. For equation (10), the optimal control is determined
numerically; for equation (11) it is determined by a combination of analytical
and numerical methodss, For a complete discussion of the optimal control
determination for both objective functions see Appendix A.

Equations (9) and (10) contain the energy cost, f, which may be a function of

time. The utility rate structure may be used as the energy cost, but utility

rates may naot accurately reflect true energy costs. To avoid this problem,
actual utility fuel cost of supply information is used, Utility unit fuel costs
depend on the total systemwide demand imposed on the utility at any time. The
projected unit fuel cost of supply for the peak utility demand day in
Albuquerque in 1990 is presented in Figure 2, The unit fuel cost is high at the
times of day corresponding to the marning and afternoon utility peaks.

In each of the problems described above, the period of the optimization is
arbitrary, Ideally, the objective function should be optimized ove\; the entire
heating season. This, however, is not practical because of computer
limitations as well as the dependence of the optimal control on weather. If,
however, the optimization were to be performed over an entire heating season,

¢~ - would expect the enclosure temperature to fluctuate around the desired
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temperature throughout the season. As an approximation to this seasonal
optimization, the objective function is minimized on a daily basis, and the
enclosure temperature is forced to equal the desired temperature at midnight.

Typical optimal control strategies which were developed using the fuel
costs and enclosure temperature conditions described above are presented in
Figures 3 and 4 for a sunny and cloudy day, respectively., The corresponding
enclosure temperature variations are given in Figures S and 6. On the sunny
day, the enclosure temperature is kept closer to the desired temperature
as the comfort weighting factor, C, is increased. When the comfort weighting
factor is high, large instantaneous values of daux* can occur; when the factor
is low, éaux* has less variation throughout the day. The apparent
discontinuities in the controls are caused by the rapid changes in f (see Figure
2). On the cloudy day, the control strategies differ considerably from those on
the sunny day. The reason for the difference is that much more electrical
energy is required to make up far the lack of solar energy. The minimum cost
contral requires two on periods during the cloudy day compared to one for the
sunny day. The second on period occurs during the time that the fuel cost is
low in the middle of the day. The high fuel cost in the morning and evening
ensures that the minimum cost control will not call for heat at those times. If
the fuel cost were constant all day, the minimum cost control would call for
heat in the late afternoon only.

The large difference between the controls for the sunny day and for the
cloudy day implies that accurate net heating load prediction is important in
proper control determination. If an error is made in the control determination,
the principle effect is lack of control of enclasure temperature. Over a long

time, the net load for the building, and, therefore, the electrical energy
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requirement, is relatively independent of control accuracys The enclosure

temperature excursions, however, ar- sensitive to the contrcl,

COMPARISON OF STRATEGIES

Several different control strategies were employed in simulations of the
system in Figure 1. Weather data from the Albuquerque Typical Meteorological
Year (TMY) for the month of February were used in the simulations. The
control strategies which are considered are those that result from minimizing
the quadradic objective function with several different comfort weighting
factors, the minimum cost control, a control which requires éaux to be constant

all day so as to minimize the daily peak o)

aux! and a thermostat control in which

energy is delivered directly to the enclosure instead of the floor.

In each control strategy except thermostat control, the estimate of
temperature and solar radiation for the next day is very important. If future
knowledge of these weather features is available, rather precise temperature
contral can be maintained in the enclosure. This, however, is not possible, but
there are several ways to estimate weather 24 hours in advance, The least
sophisticated estimate is to assume that tomorrow’s weather will be exactly
like today’s. A further improvement is to use an automatic abserver/predictar
(4], Another method is to use a direct input from a forecaster. The forecasted
high temperature, low temperature, and cloudiness are suffident to give a
reasonable estimate of the net heating load to be encountered during the next
day, Simulations were performed to compare the extremes of the weather
predictions, perfect prediction versus day old weather, Values for system
parameters shown in Table 1 were used in the simulations.

The results of month long simulations using exact knowledge of future

weather and one day old weather are presented in Tables 2 and 3, respectively,
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Table 1. Passive Heating System Parameter Values.

Ta=08

h o = 567 W/m2 % (1, Btushr £t% OF)
U, =284 W/m °C (0.5 Btu/hr 72 OF)
U, =852 W/m’ °C (1.5 Btu/hr #2 OF)
Upy = 057 Ww/m2 ©C (0.4 Btushr £ OF)
Uh, =264 w/°C 500 Btu/hr °F)

2

A, =186 @ (200 9

2 2
A= 129 m~ (1500 ft°)

C, = 1900 K7 /°C (10,000 Btu/*P)
c,, =950 «J/°C (5000 Btu/oF)

Cp = 3800 W3 /°C (20,000 Btu/F)

IR A gy Mttty 0 - ) S - R S S
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Table 2, One Month Simulation Results Using Ferfect Weather Prediction,

Control

Thermastat

Optimal, C=0

Optimal, C=1

Optimal, C=5

Minimum Cost

Constant

Enclosure  Avg. Temp.
Temperature Diff, from
Range, °C T, t=2°°C
19.3-21.1 0.33
17.8-21,1 0,62
18.2-21.0 0.33
18,9-21.3 0.39
17.6-22.5 0.24
17.6-21.0 0.68

Energy Fuel fF St

Used, Cost,

kWh $ kw-$

2259 177 13,99
2359 163 3.04
2377 156 314
2398 147 3.30
2554 101 7.97
2310 201 366

Table 3, One Month Simulation Results Using One Day Old Weather,

Enclosure Avg. Temp. Energy Fuel f u2 dt
Control Temperature Diff, from Used, Cost,
Range, °C T__ =207C kWh s kw-$
set
Thermostat 19.3-2141 0.33 2259 177 13.99
Optimal, C=0 15:6-22,4 0,97 2316 160 3:35
Optimal, C=1 15,7-22.3 0.88 2320 152 3.42
Optimal, C=5 16,0-22,0 0,73 2363 145 3,55
Minimum Cost 156-23,5 1.38 2512 103 8.12
Constant 15,6-22,3 1,08 2256 196 4,02
£
W i
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The enclosure temperature range and the average temperature difference are
presented to quantify discomfart, The integral included as the last column is
the integrated praduct of fuel cost and instantaneous demand,

If perfect weather prediction is used, rather precise control of the
enclosure temperature can be achieved, Thermostat control results in the best
enclosure temperature control and the least energy consumption but does nat
take advantage of the energy storage capabilities of the residence, as
evidenced by the fuel cast of $177, Temperature control almost as precise is
achieved by using optimal control with a high discomfort weighting (C=5). This
performance is achieved with a reduction of 17 percent in fuel cost compared to
thermostat cantrol, The minimum cost control results in the lowest fuel cost
but at the expense of the largest electrical energy use and the Ieast precise
temperature control of all of the studied strategies. The energy requiremnet
is large because the average enclosure temperature is generally higher with
the minimum cost control than with any other strategy (see Figures S and 6).
Because the enclosure temperature is high, the building losses are high, and,
therefare, the electrical energy requirement is high, This control strategy
makes maximum use of the energy storage capability of the residence. Energy
is input to the floor only when electricity is inexpensive. The constant control
results in the lowest peak demand of all of the control strategies tested but
results in a fuel cost almost twice as large as that for the minimum cost
control.

The results in Table 2 are useful for comparison, but it is unrealistic to
expect perfect weather prediction in an actual controller. The results
presented in Table 3 represent the system performance when the least

sophisticated form of weather prediction is used. The control can vary

2 i i




20

significantly depending on the predicted weather which can be seen by
comparing Figures 3 and 4. Even though the control may be significantly in
error, the fuel cost and energy usage are not greatly affected by the accuracy
of weather prediction. The decrease in the accuracy of the temperature control
is the primary result of imperfect weather predictions The average
temperature difference increases only slightly but the temperature range
increases significatly. In other wards, the performance of the system is
usually quite good, but on a few days in the month, the temperature control is
rather poor. The worst problems occur when expected radiation does not occur,
Even on the worst days, however, the enclosure temperature remains within
tolerable limits partly due to the large amount of mass in the building.
Because the results in Table 3 represent the minimum in weather prediction,

results for a real system will be batween those in Tables 2 and 3.

IMPLEMENTATION

In order to implement one of the optimal control strategies for the
quadratic objective function, a good deal of computational ability must be
available because a set of six differential equations must be solved
numerically several times, Approximations to these strategies. however, are
paossible. The constant control weighted inversely with the rate structure is
close to the optimal control and easily determined once an estimate of the
energy requirement for the next day is made. The minimum cost cntral is also
easily implemented in a like manner. Regardless which control is used, some

form of weather prediction is required.




CHAPTER III
SYSTEMS WITH ISOLATED STORAGE

In the previous chapter, the storage in the system is in thermal contact
with the conditioned space. In this chapter, the systems are all characterized
by a storage whi.ch is isolated from the living space and control is maintained
by turning a draulating pump on or off, Because storage is isolated, its

characteristics are not very important in control determination.

INTRODUCTION

Several heating, ventilating, and air conditioning (HVAC) systems have

come into use recently which are :rn.:nded to reduce the cost of space heating

ar cooling using electrical energy. Solar heating systems decrease the overall

energy requirement, and off-peak energy storage systems move the energy

requirement to a low demand time of day. Unfortunately, the use of these

systems does not always result in the desired impact on the utility, For
example, when the available energy in an off-peak energy storage system is
depleted, 2 high electric power requirement is imposed on the utility because
the auxiliary heating system must satisfy the entire load. If this depletion
oczurs while the overall utility demand is high, an undesireable situation has
developed. The utility must maintain the capacity necessary to satisfy this

peak load, regardless of how infrequently it should occur. The purpose of this

study is to develop control strategies for these heating systems which will
ensure that their use will have a favorahble impact on both the cansumer and the

utility,
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Methods of dynamic optimization are applied in order to determine
improved control strategies, The improved control strategies are then
evaluated using a computer program developed for the Electric Power Research
Institute (EPRID) by Arthur D. Little, Inc. The program, "EFRI Methodology for
Freferrad Salar Systems" (EMPSS), performs detailed simulations of the
thermal performance of buildings with various heating systems. In addition,
the program uses the results of the simulation to estimate the cost of electric
energy from a particular utility’s actual cost of supply {51, EMPSS was

madified locally to accept the different improved control strategies,

SYSTEM DESCRIPTIONS

There are four residential heating systems considered in this chapter. The
four systems are a baseline heating and cooling system, an off-peak storage
system, a solar heating system, and a combination solar heating and off-peak
storage system, Each system is used to satisfy the space heating and cooling
and domestic water requirement of the residence with back up, as required,
provided by electric resistance heat or vapor compression cooling. Schematic
diagrams for the systems are shown in Figure 7, The residence for each system
is a well insulated single story dwelling with an attic, Because of the long
lead time required for decisions made by utilities, the impact of each aof the
heating systems is determined for the year 1990, The analyses are conducted
using data representative of the Albuquerque utility service area,

The baseline system provides heat to the residence via a duc* mounted
electric resistance heater, The energy is distributed by forced air. Cooling is
provided by a central vapor compression air conditioner, The system is
controlled by a room thermoustat. The baseline system is used to provide a

basis for comparison for the aother systems.




[
(&)

COLD WATER

WATER
HEATER

i

HOT WATER

L .
RESISTANCE
HEATER
AIR o
CONDITIONER
¥
< Al §
SOLAR AND/OR
OFF-PEAK
W _sroif%f,

¢
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The off-peak storage heating and cooling system is composed of a 3785
liter (1000 gallon) storage tank and a 250 Watt drculating pump., The
conventional operating strategy is to heat or cool the water to some previously
determined temperature when the utility’s off-peak period begins and then,
during the utility’s on-peak period, to satisfy the heating or cooling and
domestic hot water load by drculation of storage water through a duct mounted
heat exchanger until the storage has reached some limiting temperature,

The solar heating system is liquid based, There are 14 square meters (150
sq. ft.) of collector area, The collectors are single glazed and have a selective
surface, The storage tank contains 1135 liters (300 gal.) of water. The
conventional strategy is to satisfy the heating load by drculating the hot
water through a duct mounted heat exchanger whenever the storage
temperature is above some set minimum. Cooling is provided by vapor
compression air conditioning with no cool storage.

The combined off-peak and solar heating system is identical to the solar
heating system except that a heater is added to the tank. The storage tank is
heated to some previously determined temperature at the beginning of the

utility’s off~peak period.

ELECTRICAL COST OF SUPFLY

The purpose of this study is to develop control strategies for the
above-mentiored systems which will ensure a favorable impact on the consumer
and the utility, The impact on the utility is determined using the utility’s cost
of supply, The utility’s cost of supply is used instead of utility rates because
rates do not always acturately reflect true costs. A control strategy which is

based on an imperfect rate structure may result in an unnecessarily high real
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cost. In addition, any savings to the utility will ultimately find their way to
the consumer,

In this study, the utility’s cost of supply is composed of energy and
capacity related costs. Energy related costs are comprised mainly of the costs
of fuel, taking into account the efficiencies of the generating units needed to
satisfy the systemwide load. Energy costs generally increase with systemwide
load but are essentially independent of the power draw at the residence.
Capacity related costs are composed of the various costs associated with
owning and maintaining generating equipment. In this study, the capacty
related costs are charged whenever the residence has an electric power draw
coincident with the utility’s on—peak period. This coincdent demand charge is
either zero (off-peak) or some number of dollars per kilowatt (on-peak), The
total cost of supply as determined by EMPSS is the sum of the energy costs and
the coincident demand charges.

The cost of supply resulting from the operation of a particular heating or
cooling system in a particular building will depend not only on the building load
but also on the particular make up of the utility serving the residence. For
example, a utility which uses a large amount of natural gas will incur much
higher energy costs than one with a large amount of hydroelectric generating
capabhility, For this reason EMPSS has the capability to accept data which
describe the expected systemwide load with variability due to weather, fuel
costs, and coincident demand charges which are applicable to a particular
utility, For this study, data representative of the Public Service Company of
New Mexico (Albuquerque) for 1990 were used [3], The methodolagy for the

computation of the cost of supply is illustrated in Figure S,
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CONTROL STRATEGIES

The conventional strategy for energy discharge from off-peak or solar
storage is to use the esnergy as required to satisfy the load until the
temperature in storage reaches some limiting temperature. The problem with
this strategy is that, if the available energy in storage is depleted before the
end of the utility high demand period, a very large coincident demand may
result, This is illustrated in Figure 9, which shows the HVAC electrical
demand for a residence in Albuquerque, New Mexico, for the day on which the
utility experiences its maximum systemwide load for the heating season. The
available internal energy from storage has been depleted by 2000 hours and
there is a resulting electrical demand of approximately kW at the residence at
that time. The fuel cost of supply for energy provided by the utility on that
day is shown in Figure 2. The residential demand, shown on Figure 9, is quite
large at the same time that the cost of supply, shown on Figure 2, is high.
Clearl; the use of the off-peak storage system with conventional control has
not led to much of a decrease in the generation capabilities required of the
utility, An improved control strategy can significantly reduce the coincident
demand and consequently reduce the maximum power required of the utility.

To determine the best control strategy for the discharge of off-peak or
solar storage, the methods of dynamic optimization may be employed. The
optimization problem is formulated to determine the on-peak power draw to
minimize

t
= fg 2 a
Jj; [Gon-peak‘m dt 12)
o

subject to the dynamic equations of the enclosure and the storage,

CedT,/dt = Onn—peak‘"ost‘_Qlcmd

Csde/dt = Qsol_dst-oloss
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where

t, is the current time

tcis the time at the end of the on-peak period

Ce is the thermal capacitance of the storage, kJ /°C (Btu/°F)
Te is the enclosure temperature, O ©F)

C, is the thermal capacitance of the storage, kJ/°C(Btu/F)
T,5 is the storage temperature, 9%er)

éon-p eal is the on-peak resistance heat rate, kJ/hr (Btu/hr)
ést is the rate of energy removal from storage, kJ/hr (Btu/hr)

Qsol is the rate of supply of solar energy to storage kJ/hr (Btu/hr)

@), iS the heating load, kI /hr (Btu/hr)

bloss is the rate of energy loss from storage, kJ/hr (Btu/hr),
Minimizing J will minimize the product of coinddent demand (éon—peak)
and on-peak energy consumption (éon— peakdt) while satisfying the dynamic
equations which describe the thermal performance of the residence and the
storage, .The dynamic equations used in this problem formulation assume a
well-mixed storage and a unifarm (but nat constant) enclosure temperature.
EMPSS, and most other detailed simulations, use a much mare elaborate system
of equations, but the purpose of those simulations is to provide accurate load
and temperature histories, The purpose of this optimization problem is to
develop an analytical expression for the optimal control, and, as such, the
dynamic equations abave are quite adequate. Once the optimal control strategy
is determined, it may then be programed into the more detailed EMPSS
simulation to determine its effect on system performance and cost,

Several reasonable assumptions make this a very straight-forward problem

to solve, First, in a well designed system, the storage losses are small and

T i TR L
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can safely be ignored in formulating a control strategy. Second, the enclosure
temperature is held nearly constant during the on-peak period by the
thermostat in the enclosure. Certainly, when diversity is considered, the
utility sees the enclosure temperature as constant, and, therefore, the time
derivative of enclosure temperature is effectively zero. Third, the boundary
conditions on the storage temperature can be specifiede The storage
temperature at t o is the current temperature. If the current time is the
beginning of the on-peak period, the storage temperature is the predetermined
charging temperature which is determined by reasonable design practice or by
an optimization of the charging process. The charging process is independent
of the depletion process and is not covered in this study, The temperature at

tF is the temperature, T

s,min’ below which the pump is deactivated. With these

assumptions, the problem is now solved using Pontryagin’s Maximum Principle.

The resulting optimal discharge rate is

LR _ - - -~
Qst - Q\oad_Qload+Gsn1+Cs(Ts'Ts.min)/ (te-tg) a3

where the overbar indicates the average over the entire on-peak period.

When discharge from cool storage is considered, the optimal control is

. *_ L -
O = G1¢:a|:l'01cnad+c5('1.5.max—'rs’/ (te-ty) (14)

where TS' is the temperature abave which the drculating pump is

max
disableds The complete derivation of these optimal control strategies,
including the effect of storage lasses, is presented in Appendix B.
Implementation of either strategy requires a knowledge of the current
heating or cooling load, the total load during the on-peak period, and, in the
case of solar heating, the total amount of solar energy delivered to storage

during the on-peak period. This is a difficult task to achieve} however, some

approximations to the optimal control strategy are easily determined by
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r approximating the load and the solar energy collection. For example, if the
load is madeled as constant throughout the on-peak period and it is assumed
that no solar energy will be collected, the approximation to the optimal
discharge from hot storage is

Qst=C (T_-T,

s Tg s,min)/ (te=t ) (15)

This approximation is called the proportional discharge because the energy
in storage is proportioned equally throughout the on-peak period. If an
approximation for the load other than constant is used, a weighted proportional
discharge strategy results. It is called weighted propartional because a larger
storage discharge rate is allowed when the load is expected to be high, For an
example of the development of a weighted proportional strategy for discharge

from cool storage, see Appendix C,

SIMULATION RESULTS

The performance of the selected systems under the various contral
strategies was compared using the EMPSS computer program. All of the
simulations used weather and utility data applicable to Albuquerque in 1990,
The optimal strategy was implemented in the simulation by saving the heating
and cooling loads and the solar energy collection rates which were calculated
by EMPSS and then this information was used to calculate the optimal control,
This is not a practical implementation procedure, but it provides an upper limit
on the perfarmance of the different systems against which the performance

under conventional and proportional control can be compared.

A. Off-Peak Storage Heating And Cooling System

The peak HVAC coincident demand for the peak heating months (December,

Januvary and February) and the associated costs of supply that result from

using conventional, proportional and optimal discharge of off-peak storage for

R S PRt
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the entire year of 1990 are presented in Table 4, The proportional strategy
reported on in this section is the proportional strategy for heating and the
weighted proportional strategy for cooling. The peak coincident demand
information is presented only for the heating season because the peak heating
demand is about three times as large as the peak cooling demand. The cost
information presented in Table 4 represents annual cost, that is, heating and
cooling costs. For comparison, the results far the baseline heating and cooling
system are also shown.

The use of proportional or optimal control reduces the peak coinddent
demand relative to the conventional control in each month except December, In
December, the total on-peak heating load never exceeded the energy storage
capacity so the system performances are identical, regardless of control
strategy. The use of the optimal strategy, as expected, results in the best
system performance} however, the performance is only slightly better than if
proportional control were used.

Implementation of the optimal control strategy requires a knowledge of the
current instantaneous heating load and the load for the rest of the on-peak
period, For a typical day, these terms can be estimated quite well by using a
best fit of weather data procedure; however, the monthly peak coincident
demand does not occur on a typical day. The monthly peak coincident demand
occurs on the day that has the largest heating load during the on—peak period.
An analysis of the Albuquerque weather shows that these “warst" days
have temperatures which are nearly constant all day long. Therefore, a best fit
of weather data will not be adequate to accurately predict the building loads on
the "worst" days, On these "worst" days, the building HVAC load is nearly

constant all through the on-peak period. Therefore, on the "worst" days, the
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Table 4. Off-Peak Storage Discharge Strategy Comparisons.

December Peak
HVAC Coincident
Demand

January Peak
HVAC Coincident
Demand

February Peak
HVAC Coincident
Demand

HVAC Coincident
Demand Annual
Cost of Supply in
1990 Dollars and
% of Baseline

HVAC

Fuel Annual
Cost of Supply in
1990 Dollars and
% of Baseline

HVAC

Total Annual
Cost of Supply in
1990 Dollars and
% of Baseline

Baseline
Heating
System

7.28 kW

13:32 kW

12.32 kKW

$2551
100%

$1396
100%

$3946
100%

Off-Peak Storage System

Conventional Proportional Optimal

Strategy Strategy Strategy
%3 KW 63 kKW %3 kW
12,61 kW 5.59 kW 3.60 KW
10.33 kW 4,69 kW 3.49 kW
$1340 $783 $658
53% 31% 26%
$979 $913 $909
70% 65% 65%
$2319 $1697 $1547
59% 43% 40%
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optimal control would be expected to perform much like the proportional
control} this is confirmed by the results in Table 4.

Figures 9, 10, and 11 depict the HVAC load and electrical demand required
to satisfy that load for conventional, proportional, and optimal control,
respectively, on January 14, January 14 was the day on which the highest
utility load for the entire heating season occurred, The use of the
conventional strategy results in a large coinddent demand at 2000 hours
because storage was depleted befare the end of the on-peak period. The use of
propartional discharge from storage ensures that energy will be left in storage
for use at the end of the on~-peak periad so no large coinddent demand ocours.
The same is true aof the optimal control. Proportional control is a good
approximation to optrimal control for this heating system because both have
relatively constant on-peak HVAC elecrical demand curves, Because of the
difficulty in actually implementing the optimal strategy and the excellent
system performance under the praportional strategy, the recommended strategy
for the discharge from storage for heating is the proportionai discharge
strategy.

For the discharge from cool storage, the proportional strategy does not
result in system performance that is much like the performance when optimal
control is used. The reason that the proportional strategy is not a good
approximation to the optimal strategy is that, on the “"worst" days of the
cooling season, the cooling load varies widely throughout the day, reaching
a maximum at about 1800 hours, A much better approximation to the optimal
strategy is cbtained by assuming a cooling load profile for the entire on-peak
period of the "worst" day, which is typically a very hot, sunny day. The cooling

load on these days is usually low in the morning hours, increases until about
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1800 hours, and then decreases thereafter. This load profile is easily modeled
using a sine wave which is then used in the equation for the optimal discharge
rate to obtain a weighted proportional discharge strategy. The development of
a weighted propartional discharge strategy is presented in Appendix C.

Cooling system performance is depicted in Figures 12 through 15 for
systems using conventional, proportional, weighted proportional, and optimal
discharge from storage, respectively. The day for which Figures 12 through 15
were generated was the Albuquerque utility’s peak load day for the summer. In
each figure, the HVAC electrical load and the electrical demand required to
satisfy that load are presented. The HVAC load is the electrical load which
would be required if no storage were present. Using conventional discharge
(Figure 12), the storage is depleted before the end of the on-peak period and a
large coincident demand occurs. The use of proportional discharge (Figure 13)
reduces the peak coincident demand but it is still rather large. The use of the
weighted proportional discharge (Figure 14) reduces the peak coincdent demand
still further, For comparison, the performance of the system when optimal
discharge is used is presented in Figure 15.

For the entire year, the greatest improvement in performance aver the
conventional strategy was achieved by proportional control in January;
however, any time the storage is not sufficent to meet the heating or cooling
load, some reduction in coincident demand is expected using the improved
control strategies. During the spring and fall the heating and cooling load is
so small and the storage so large that any strategy will satisfy the entire
on-peak load.

The optimal discharge from storage resulted in the best system

perfarmance, but implementation of that control requires exact knowledge of
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the heating or cooling load for the upcoming day. Implementation of the
proportional or weighted proportional strategy, on the other hand, does not
require any load prediction capability. If relatively accurate load prediction
were available, one would expect the system to perform between the above two
cases. To determine how accurate the load prediction must be in order to
improve upon the performance of the proportional or weighted proportional
strategy, simulations were performed with known errars in the loads used to
determine the control. A specified error was assigned to each hourly load
using a Bernoulli distribution. The results of the year long simulations are
presented in Figure 14, The use of proportional discharge for heating and
weighted proportional for cooling corresponds to a load prediction error of
about 17 percent, By cantrast, using yesterday’s loads as today’s is equivalent
to a load prediction error of 28 percent. Rather sophisticated load prediction
is required to improve upon the performance of the proportional or weighted
praoportional control.

The widespread use of proportional or weighted proportional discharge of
off-peak storage will have a significant impact on the utility, An assessment
of this impact was made assuming that 66,000 new homes would be built in the
Albuquerque service area from 1981 to 1990, The impact is summarized in
Table 5 which presents the cumulative impact of the use of many off-peak
storage heating and cooling systems. The impact is based on the assumption
that the off-peak storage systems replace conventional resistance heating and
vapor compression cooling systems. In Table 5, Delta Energy is the net change
in the energy consumption resulting from use of the system for one year. This
term is positive because off-peak storage systems use more energy than

conventional systems, The Delta Cost values presented are in millions of 1990




43

1200 T
100 T

w)

o

<

-

- )
Qo :
ZzZO |
Lo 1000 ]
8&
o= DAY OLD WEATHER
-4 -

i >

[ ]

— Q.

O a.

Ea 900 o

Su PROPORTIONAL
CONTROL

—

(%2

o

(%

800 ¢
700 ‘{
0 10 20 30 40 50

LOAD PREDICTION ERROR, %

Figure 16, Influence of Load Prediction Error on Coincident Demand
Cost of Supply.




Table 5. Utility Impact Assessment,

Market Delta Delta
Saturation Energy, Demand
MWh Cost
100% 35,100 ~-117
S0% 17,600 -58
 25% 8,800 -29

Delta
Fuel
Cost

~32

~16

Note! Costs are in Millions of 1990 Dollars.

Delta
Cost of
Supply

~147

Delta
Demand
Peak, MW

~b1

~31
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dollars, The negative values indicate annual savings, The Delta Demand Peak
is the change in the utility demand at the hour of the annual peak utility
demand. The annual peak utility demand time is determined before the
off-peak systems were included,

The information presented in Table S5 was generated assuming linear
relationships between market saturation and the quantities listed. This
relationship may not be linear. In fact, in January in Albuquerque, far market
saturations beyond 146 percent, the systemwide load has a peak a night. Any
increases in market saturation beyond 146 percent wil! increase the systemwide
load even thaugh the daytime load continues to decrease.

The effect that the use of many off-peak starage systems has on the
systemwide load curve on the peak load days is shown in Figures 17 through 20.
In Figure 17, the solid line is the expected load curve for the peak load day in
January; the dashed line is the load curve if 16 percent of the new homes use
off-peak storage with the conventional discharge strategy. Notice that the
two curves are identical for the last few hours of the on-peak period. The
change in the utility load curve if 16 percent of the new homes use
proportional discharge of off-peak storage is presented in Figure 18, The
demand at the end of the on-peak period is significantly reduced. A market
saturation of 14 percent gives the most uniform load curve, The changes in the
systemwide load curve for the peak load day in July are presented in Figure 1?7
and 20 for conventional and weighted proportional discharge of cool storage.
The dashed line represents the load curve if 100 percent of the new homes used
cool storage. Again, the weighted proportional strategy reduces the demand at
the end of the on—-peak period. The impact on the utility is smaller for cooling
than far heating because the demand for each hause is smaller for cooling than

for heating.
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B. Solar Heating System

The conventional strategy for the discharge of solar storage is to use
energy from storage if it is available, and, as a result, little thought has been
given in the past to control strategies designed to reduce coincident demand.
The optimal control strategy described by equation (13) is designed to reduce
coincident demand., For a solar heating system, the proportional discharge
strategy is a good approximation to this optimal control because of the

characteristics of the utility’s "worst" day as described earlier,

There are two variations to this proportional discharge strategy which are
considered in this study. In variation one, if energy is available, it is
discharged from storage during the off-peak period. In variation two, no
energy is dicharged during the off-peak period, Variation two is designed to
keep more energy available for on-peak use. Simulations were performed
camparing these two variations of the proportional controls The systems which
were simulated for this comparison had their cooling systems disabled so the
costs were for heating only. The use of variation one resulted in an annual
coincident demand cost of supply of $1809 compared to $1704 for variation two.
This decrease in coincident demand cost resuits from the fact that variation
two causes more energy to be available for on-peak uses, The fuel cost of

supply was $648 with 9808 kWh of solar energy collected when variation one

was used, For variation two, the fuel cost of supply was $637 with 9238 kiWh i

of solar energy collected. By having more energy available for on-peak use

with variation two compared to variation one, the average storage temperature

is higher and, therefore, less solar energy is collected. However, the fuel rost
of supply does not necessarily decrease as more solar energy is collected, The

cost of fuel depends on the overall utility demand at the time of use as shown
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earlier in Figure 2, Because the use of variation two causes the collected
solar energy to be saved for use only during the on-peak period, it replaces
only expensive energy. For that reason, ever though less solar energy is
collected and more electrical energy is required, the fuel cost of supply is
lower for variation two., Because of the overall better performance when
variation two is used, for the remainder of this study, the propartional
discharge strategy for solar storage refers to proportional control without

off-peak use of energy in storage.

The conventional, proportional, and optimal discharge strategies for the ,
utility’s peak winter load day are depicted in Figures 21, 22 and 23, The
conventional strategy results in a very low electrical demand during the middle
of the day. Comparison of the HVAC electrical demand in Figure 17 with the
utility fuel cost in Figure 2 shows that the salar contribution occurs at a low

utility demand time of day. In fact, the characteristics of the heating system

under conventional control tend to accentuate the difference between the
"peaks" and "valleys* on the utility load curve. The proportional and the
optimal discharge strategies reduce the afternoon peak electrical demand. The
peak coincddent demand still occurs in the morning because there is little
energy in storage at the beginning of the day, It is not until some energy has
been collected that differences in the discharge strategies can be seen. It
should be noted that January 14 happened to be a sunny day. If January 14

were a cloudy day, all three strategies would have appeared to be identical,

The results of simulations of a solar heating system with conventional,
proportional and optimal control are presented in Table 4. In January, the peak
coincident demand is reduced significantly by using proportional or optimal

control, but the same is not true in December and February. The reason for the

o e AR e
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Table 6, Solar Storage Discharge Strategy Comparisons.

December Peak
HVAC Coincident
Demand

January Peak
HVAC Coincident
Demand

February Feak
HVAC Coincident
Demand

HVAC Coincident
Demand Annual
Cost of Supply in
1990 Dollars and
% of Baseline

HVAC

Fuel Annual
Cost of Supply in
1990 Dollars and
% of Baseline

HVAC

Tatal Annual
Cost of Supply in
1990 Dollars and
% of Baseline

Baseline
Heating
System

7.28 kW

13,32 kW

12,32 kW

$2551
100%

$1396
100%

$3946
100%

N

S5

Solar Heating System

Conventional Proportional Optimal

Strategy Strategy Strategy
6483 kW 687 kW 678 kW
13,07 kW 1029 kKW 959 kW
11.84 kW 11,73 kW 11.78 kKW
$2227 $2020 $1905
87% 79% 75%
$705 $730 $691
S51% S2% 49%
$2932 $2749 $2596
74% 70% 6%
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lack of improvement in December and February is that the day on which the
peak coincident demand occurred was the second of two successive cloudy days.
There wae very little energy in solar storage so the discharge strategy has
little effect on system performance. A completely discharged storage is a
rather common occurence during the peak heating season, During the spring and
fall, the heating load is low, so storage is completely depleted less often, and
the different discharge strategies have a larger effect on overall system
performances The decrease in the annual coincident demand cost of supply for
the proportional and optimal strategies is largely due to the improved
perfarmance during the spring and fall. The fuel cost of supply is virtually the
same for each control strategy even though less solar energy is collected
when either proportional or optimal control is used because the proportional
and optimal strategies save the collected energy to replace only expensive
on—-peak electrical energy.

Implementation of the optimal discharge strategy for solar storage is more
difficult than in the case of off-peak storage systems. In addition to needing
an estimate for the heating load for the entire on-peak period, the optimal
discharge of solar storage requires advanced knowledge of the amount of solar
energy to be collected. Accurate prediction of the collection of solar energy is
very difficult to achieve. Because of the high cost and difficulty in
implementing the aptimal control, the recommended strategy for solar systems
is proportional discharge of solar storage.

The changes in the load curve on the peak heating load day if 34 percent of
the new homes used solar heating systems with conventional and proportinal

discharge of storage are presented in Figures 24 and 25, The conventional

strategy actually makes the utility load curve more uneven. The peak demand
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is unchanged. The use of solar heating systems with proportional discharge of
storage results in a more uniform load curve with a reduced peak demand, A

saturation of 34 percent results in the mast uniform curve.

C. Combined Solar Plus Qff-Peak Storage System

The optimal control strategy for a combined solar plus off-peak storage
system is again given by equation (13)s The proportional approximation to the
optimal strategy again effectively makes the conservative approximation that
the heating load is constant and no solar energy is collected, The results of
simulations of this system under the various control strategies are presented
in Table 7. Although the use of the proportional strategy results in a
significant reduction in the coincident demand during January and February, the
reduction in the coinddent demand cost of supply is small. The explanation of
this apparent contradiction lies in an examination of the performace of the
system during the spring and falls The days on which tne largest heating load
occurs in the spring and fall are unlike those described earlier for the middle
of the heating season. In the spring and fall, these “worst" days have a very
high heating load in the morning with the load decreasing throughout the
on-peak period, For this reason, the proportional discharge strategy is a poor
approximation to the optimal strategy during the spring and fall, In fact, the
conventional strategy is a close approximation to the optimal strategy at these
times because it is designed to be able to satisfy the morning load. The
difference between the conventional and the proportional strategy can be seen
by comparing Figures 26 and 27 which are load profiles for March 14, the utility
peak demand day in March. The reason that the combined solar plus off-peak
storage has the spring and fall performance described above and the off-peak

storage system does not is that the storage for the combined system is only 30
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Table 7, Solar Plus Off-Peak Storage Discharge Strategy Comparisons.

Solar Plus Off-Peak Storage Heating System

Baseline
Heating Conventional Proportional Optimal
System Strategy Strategy Strategy
December Peak
HVAC Coincident 7.28 kW 5,48 ki« 4.86 kW 2,08 kKW
Demand
January Peak
HVAC Coincident 13,32 kW 12,97 kW 8.18 kKW 666 kW
Demand
February Peak
HVAC Coinadent 12,32 kW 11,63 kW 9,80 kW 8.84 kW
Demand
HVAC Coindident
Demand Annual $2551 $1895 $1714 $1267
Cost of Supply in 100% 74% 67% S0%
1990 Dollars and
% of Baseline
HVAC
Fuel Annual $1396 $645 $686 $627
Cost of Supply in 100% 46% 49% 45%
199C Dollars and
% of Baseline
HVAC
Total Annual $3%46 $2540 $2427 $1894
Cost of Supply in 100% 64% 62% 43%

1990 Dollars and
% of Baseline
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percent as large as the storage for the off-peak system: The storage in the
combined system was sized using the standard design ratio of two gallons of
storage per square foot of collector} the storage in the off-peak system was
sized to meet the load on all but the "worst" days.

Because of the performance of the system at different times of the year,
the recommended stra“egy for the discharge of combined solar plus off-peak
storage is a combination of the propartional and conventional strategies. The
proportional strategy is used for December, January, and February to reduce
the annual peak coincident demand, and the conventional strategy is used for
the remainder of the heating season to take advantage of its ability to satisfy
a high morning loads For comparison with the results in Table 7, this
combination strategy resulted in a coincident demand cost of supply of $1612
and a fuel cost supply of $664, This total of $2278 represents a 42 percent
reduction in heating costs relative to the baseline system.

The changes in the load curves on the peak heating load day if 45 percent
of the new homes use solar plus off-peak heating systems are presented in
Figures 28 and 29, The widespread use of these systems with conventional
discharge of storage reduces the morning utility peak but does nothing for the
evening peak. The use of proportional discharge reduces the evening peak as
well and generally smoothes the entire curve. A saturation of 45 percent

results in the most uniform load curve.

IMPLEMENTATION
Implementation of the proportionai or weighted proportional discharge

strategy can be accomplished by using a microprocessor-based controller. The
only input to the controller is the storage temperature. The storaje

temperature is measured at specified time intervals throughout the on-—peak
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period. The interval is chosen to coincde with the time period used by the
utility in determining the demand charges. For hot storage, the minimum
allowahle storage temperature is subtracted the current storage temperature
to determine the available energy in storage. The available energy in storage
is divided by the time remaining until the end of the on-peak period to
determine the maximum rate of energy discharge from storage from which the
minimum temperature at the end of the time interval is established. The
dreulating pump is allowed to remove hot water from storage to satisfy the
HVAC load until the minimum storage temperature is reached. If the minimum
temperature is reached before the end of the time interval, the pump is
disabled until the start of the next time interval when the next calculation is
made. The process is repeated until the end of the on-peak period. An
analogous process is used for discharge from cool storage.

There are some variations to the above implementation procedure which
may be necessary for a particular installation. If the storage is stratified, an
average temperature or some other means of determining the amount of
available energy in storage is required. In addition, a stratified storage ar a
very large storage may make it difficult to control energy delivery using
minimum temperatures as described above. If such is the case; the maximum
pump on-time for each time interval can be determined using the difference
between the storage outlet and the room air temperatures, Regardless which
method is used, the strategy will ensure that storage is not depleted before

the end of the on-peak period.
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CHAPTER IV

ACTIVE SOLAR ENERGY COLLECTION

The problem of optimally collecting solar energy is presented in this
chapter, The control is the mass flow rate through the collector. Provided the
storage is sized properly, the storage dynamics have little effect on the

optimal contral,

INTRODUCTION

The rate at which energy is collected by a solar heating system can be
increased by increasing the flow rate through the collectors. Increasing this
flow rate, however, increases the power required to drive the fluid maver.
This is illustrated in Figure 30. The energy collection rate as a function of
mass flow rate is concave downward whereas the parasitic power as a function
of mass flow rate is concave upward. These two curves are shown intersecting
at a flow rate of M, which represents an upper bound for m, Most systems will
operate at a maximum flow rate, r'nmax' which is less than M on a sunny day. On

a day with relatively low solar radiation, m could be greater than M. The

max
flow rate in a bang-bang controller will be either zero or rhmax' In either
event, this would not normally maximize the difference between éu and P,
Ideally, one would choose the flow rate, ﬁ'l*. that maximizes the difference
between the two curves shown in Figure 30,

The difficulty in determining m' stems from the fact that éu is a function

of solar and weather conditions and is a dynamically changing variable,

Therefore, m* also changes with respect to time, The methods of optimal
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control of dynamic systems should be applied to determine the value for

m" at each point in time.

The problem of maximizing the difference between solar power and fluid
moving power was first approached by Kovarik and Lesse [6]. Their approach
resulted in a two point boundary value problem which was solved numerically.
Their solution, however, could not be implemented in a practical controller
because it was not a function of measurable states of the system. Winn and
Hull presented an approximate analytical solution to the problem which is
possible to implement [(71. They showed close agreement between their
simulation results and those of Kovarik and Lesse. An optimal controller
based on their results has been developed and installed in Solar House II at
Colorado State University. The controller’s algorithm uses an empirical
relationship between collector flow rate and fan power. This chapter describes
the optimal control strategy, the development of the empirical fan power
relationship, and the implementation of the strategy in a practical controller in

Scolar House II,

OPTIMAL CONTROL STRATEGY

The optimal mass flow rate in a solar energy collection system depends on
the statement of what is to be optimized (the objective function) and the model
used to describe the performance of the system (the constraints). Each
combination of objective function and constraints results in an optimal, time
dependent, flow rate.

If the proklem at hand is to maximize the difference between solar energy

collected and pumping energy, the objective function can be stated as

t
J=f F[CSQU(U-F’(Q.’):ldt. (16)
t

o
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The energy cost weighting function, C3, takes into account the difference
between the cost of energy to run the fluid maver and that to provide auxiliary
heating, For example, if electric resistance heat provides auxiliary heating, C3

equals 1} if a heat pump is used, C, equals ! divided by the COF of the

3
heat pump. The wuseful energy collection rate, éu’ is given by the
Hottel-Whillier-Bliss equation [81,

&, = F,aJHIA-U(T,-T )L (17)
where

Fr is the heat removal factor

Acis the collector area

Ht is the solar radiation incident on the collector

T a is the collector transmittance-absorptance product

U1 is the collector loss coeffficient

'1‘5 is the collector inlet temperature = storage outlet temperature

Ta is the ambient air temperature.
The parasitic pumping power, P(t), is expressed empirically as a function of
collector mass flow rate, m(t), as

P(t) = C et 13)
The appropriate values for C; and the exponent, a, depend on the particular
installation and will be discussed in detail later in this chapter. The heat
removal factor, F, is an exponential function of mass flow rate, This function
can be expressed by a truncated Taylor’s series as

F = F'—F’ZUlAc,/Zrhcp. (19)
where F’ is the collector efficiency factor. Assuming that the collector
effidency factor is constant, the optimal mass flow rate is

byl
m* =t FF2U.a s2aC.c 1M/ @),
1 17¢ 47
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The available energy, f, was defined in terms of collector outlet

temperaturey T, by Winn and Hull [7, The available energy is zero if (T~Tg)
is negative, If (T -T,) is positive, the available energy is determined from

either

f= :ﬁcp(rc-rs)/l-',, @n
if the collector fluid mover is on, or

f=UA(T-T (22)
if the fluid mover is off.

The optimal flow rate above can be found using a static optimization
procedure which implies that the dynamics of the problem are unimportant in
the determination of the optimal control. A derivation of this optimal mass
flow rate is presented in Appendix D. In addition, Appendix D contains the
derivations of optimal mass flow rates for several different objective
functions and system models. Also included is the derivation of the optimal

flow rate for a system with a collector efficiency factor which varies with flaw

rate,

PARASITIC FUMPING POWER

In a well designed solar heating system, the pumping costs are small in
relation to the energy collected, and it could be argued that it is not important
to determine m", Not all systems, however, are well designed. Some, in fact,
have actually increased consumer’s utility bills (9], A controller which
selects m"® reduces the possibility of this occurring because it controls
collectar flow rate so as to maximize the diFFérence between the solar power
and the associated pumping power.

An acturate determination of m' requires an accurate relationship

between flow rate and power requireds Some authors suggest a linear

ke
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relationship between flow rate and power required [10], The fan laws suggest

a cubic relationshi. between air flow rate and fan power (111, A theoretical

analysis af each system will yield the proper relationship for each system.

The power required to move a fluid is proportional to the product of the

mass flow rate and the pressure increase across the pump or fan, The pressure
increase can be determined by analyzing the rest of the system. For an apen
system, such as with a trickle collector, the head against which the pump moves
the liquid is predominantly the result of the increase in elevation from the
storage tank below the collector array to the end of the pipe at the top of the
array. This head loss (pressure drop) is independent of flow rate, For a closed
system, the elevation change throughout the system does not affect the head
required of the fan or pump. Except during start up when the fluid is being
accelerated, the pressure drop in a closed system is primarily due to viscous
effects, If the flow is laminar in a particular section of the system, the
pressure drop is linear with flow rate. If the flow is turbulent, the pressure
drop is praoportional to flow rate raised to some power., For flows just barely
turbulent, the exponent is slightly greater than one} for flows with Reynolds
numbers above 106, the exponent is two [12], In a system with flow in some
sections at high Reynolds numbers and some at low Reynolds numbers, the
pressure drop for the entire system is proportional to the flow rate raised to
some power between one and two. With power delivered to the flow
proportional to the product of flow rate and pressure char je, the power is
proportional to the flow rate raised to some power between two and three.
This analysis of flow in a closed system applies to any fluid, either liquid or
gas.

In the system in Solar House II, the Reynolds number varies widely from

place to place. The Reynolds number, based on data taken in March 1980, is
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about 80,000 in the ducts to and from the collectors, about 2000 in the
collectors, and about 200 in the rock box. The head developed by the fan at the
different rates is presented in Table 8. A least squares fit of these data
shows the increase in pressure to be proportional to the flow rate raised to
1.4} therefore, the power delivered to the air is proportional to the flow rate
raised to 2.4,

The fan in Solar House II is a four-speed fan, but the design flow rates
ranged from about 0.45 kg/s to 0.51 kg/s. The fan speeds were altered by
using transformers to obtain the flow rates shown in Table 8. Because the fan
was forced to operate so far from its design conditions, the fan efficiency was
very low. If a fan were designed to operate at the flow rates in Table 8, it
would be reasonable to expect good efficiency at each flow rate with the best
efficiency at an intermediate flow rate. As an approximation to this condition,
the fan power used in the simulations to be discussed later is the power
delivered to the air divided by a constant effidency of 29 percent. This is the
combined efficiency of the fan and motor in Solar House II when operating at
high speed. The equation used to describe fan power in Watts is

P = 3175m%"4, (23)

IMPLEMENTATION

Practical implementation of the solution to this optimal control problem
requires some compromises. The equation for the optimal flow rate given
earlier requires a fan with an infinitely variable flow rates This is not
practical; however, a multi-speed fan is reasonable. A four-speed, 3/4
horsepower fan has been installed in Solar House II, The optimal controller
picks the fan speed with flow rate closest to the optimal flow rates The

solution of the problem also requires continuous measurement of collector
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Table 8, Solar House II Flow Rate-Fan Head Relationship.

Flow Rate

(kg/s)

0.156
0,263
0.378

0,510

Table 9. Solar Energy Collection System Parameters,

Fan AP :
{mm HZO) &

i1
19 !

33

C3= 1.0

F =09

U, =3.86 W/m?°C

L
A_=290 m?
a=2.4
Cy=3175 W= ¥/kg??
¢, = 1,004 kJ/kg 9%

r'n1 = 0,156 kg/s

ri'nz = 0,263 kg/s

My = 0,378 kg/s

rh4 = 0,510 kg/s
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temperatures and continuous updating of the optimal flow rate. This would
result in cycling which would be, at least, bothersome. To avoid this problem, a
time interval between updates is established, Slightly more than two minutes
was used in Solar House II. A microprocessor-based controller is used to
determine the flow rate and maintain the time interval between updates.

Calculating the optimal flow rate fraom the equation described earlier
requires a significant amount of program storage space, which is expensive. To
reduce the required storage size, the calculations are replaced by a table
search. The new optimal flow rate depends on the flow rate for the previous
time interval and the temperature difference across the collectar. For a four
speed fan, there are only five possible flow rates, zero or one of the four
stages. For each of these flow rates, temperature differences are determined
which will result in each of five possible flow rates for the next time interval,
Thus a table is generated which, with the search program, requires less the 1K
bytes of storage. For the parameters in Table ?, the search table in Table 10
results. The reduction in microprocessor size resulting from the use of the
table look~-up reduced the cost of the controller by about half. In fact, the
microprocessor is not even necessary because the table look-up can be
accomplished using a Read-Only-Memory (ROM) based state machine similar to
those used in the automotive industry, appliance industry, etcy The optimal
controller installerd in Solar House II cost about 150 dollars in retail parts. If
the controller were produced in quantity using a ROM-based state machine
instead of a microprocessor, it would cost considerably less.

The optimization takes place when the controller’s internal clock signals
that it is time for an update. The temperatures at the bottom of storage and at

the collector outlet are measured as analog signals. These analog signals are




Table 10. Search Table.

Fan Speed During Last Time Interval
T-Tg (O
0 1 2 3 4

0 <0 <0 <0 <0 <0

1 0-8 0-4 0-2. 0-2 0-1
Fan Speed
for Next 2 8-33 4-14 2-10 2-8 1-6
Time Interval

3 33-100 | 14-44 | 10- 31 8-23 6-18

4 >100 >44 >31 >23 >18

e
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converted to digital signals and subtracted, The resulting digital signal and
the digital signal corresponding to the most recent flaw rate are used to enter
the tahle. A digital signal corresponding to the new optimal fan speed results

and is used to send a signal to the appropriate fan speed relay.

SYSTEM FERFORMANCE

Solar Hause II operated under optimal control in the energy storage mode
from March 21 to April 9, 1980, On a sunny day, the controller starts the fan
on its lowest speed and gradually steps it up through the different fan speeds.
After about 90 minutes, the fan is operating at its highest speed and remains
there until about an hour before sunset. Then, the fan speed is stepped down
until the sun sets. On less than full sunny days, the controller picks the
optimal fan speed based on the table described earlier. Figures 31 and 32
depict the time histary of solar radiation and mass flow rate for March 21-24,
Note that the flaw rate generally fallows the level of solar radiation. The high
fan speeds at the beginning and end of the second and third day and at the
beginning of the fourth day are caused by an override of the optimization when
the house called for heat.

Simulations were used to compare the performance of the system under
optimal control with an identical system using bang-bang control. The
simulation used the Hottel-Whiller-Bliss equation with Ul,'t'a, and F’ all held
constant [8], The values used were U1=3.92W/m2°C. 7a=0.774, and F’=0.8.
These values were selected because they produced the best agreement with the
measured data. The measure of agreement was the absolute difference
between measured and simulated daily energy collected plus the weighted
absolute difference between measured and simulated peak daily temperature.

Measured ambient temperatures and solar radiation were used to drive the _
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simulation. For the period from March 21 to April 9, the simulation agreed
with the measured performance quite well except for three days. These were
particularly windy days, and, since the model did not allow for the wind, the
simulation results were optimistics Excluding these three days, the average
daily difference in energy collected between the simulation and measured
performance was 4 percent. Over the entire period, the simulation was within 1
percent of actual energy collected: The average difference between the
predicted and actual daily maximum collector temperature was 3.3%.

This model, which accurately predicted the performance of the system
under optimal control, was changed to a bang-bang control strategy with zero
dead band. The zero dead band was used to negate the effect of collector
capacitance on simulation results, The comparisons of system performance
under the two control strategies are shown in Figures 33, 34, and 35. In Figure
33 the increase in the objective function, J, is defined as the objective function
with aoptimal control minus the objective function with bang-bang control. This
is actually the net amount of energy savings realized by using optimal control
and was 103 MJ over the 20 days. If the perfarmance of the system is
extended to cover an entire heating season, about 950 MJ of energy could be
saved per house. The optimal controller achieves this savings by decreasing
the fan energy required oy a substantial amount as shown in Figure 34.
Because the flow rate is generally lower with optimal control compared to
bang-bang control, there is a ~“rresponding decrease in the energy collected as
shown in Figure 35, The decrease in fan energy is much larger than the
decrease in energy collected. The performance improvement is the largest on
the least sunny days, for example, day two. This implies that optimal control

will have its most important application in marginal solar climates.
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It should be noted that the simulation used the measured storage
temperature as collector inlet temperature. This is not accurate when the
control strategy is changed to bang-bang, but a bang-bang strategy will collect
more energy than an optimal strategy and, thus, will actually have the same or
higher storage/collectar inlet temperature than the one used in the simulation.
Therefore, the simulated performance of the system is optimistic when
bang-bang control is used.

The comparison of system performance under the two control strategies
only considered one bang-bang flow rate for the installation, The flow rate
used was the maximum flow rate for the fan in Solar House II which may or may
not have been the best possible. The question of optimal flow control versus
several different bang-bang flow controls was addressed by Piessens, et al.
[13]. Using TRNSYS simulations, they sihowed that the optimal controller
perfarmed better than any useable bang-bang strategy over the long term. On
a low salar radiation day, one would expect a low flow rate bang-bang control
to perform nearly optimally, but the same bang-bang control operates far from

optimally on high solar radiation days.
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CHAPTER V
CONCLUSIONS AND RECOMMENDATIONS

The methods of dynamic optimization have been used to develop optimal
control strategies for several different heating and cooling systems., For a
passive solar heated residence with an electrically heated thermal energy
storage floor, the optimal controls are determined using either numerical
methods or a combination of analytical and numerical methods. For each
optimal control, some form of weather prediction is required if predse
enclosure temperature control is to be maintaineds, The control varies
significantly with the estimate of the future weather; hawever, because of the
large mass of this type building, the temperature inside remains acceptable.
Future work on this problem should include the determination of the optimal
controls for different passive configurations such as an electrically heated
thermal storage wall and a direct gain system with an electrically heated floor.
In addition, the control should be implemented in an actual passive solar home,

An optimal control strategy for the discharge of energy stored in an
isolated storage has also been developed. Because this optimal strategy is
difficult to implement in a practical controller, approximations to the optimal
control were studied, The use of the approximations to the optimal control
resulted in reductions in annual operating costs of 25 percent for an off-peak
storage system, 7 percent for a solar heating system, and 12 percent for a

combined solar plus >ff-peak storage system relative to the costs of operation
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when the conventional strategies are used. Future work should include a
detailed study of the charging process, particularly for cool storage. The
deterioration of the COP of the refrigeration equipment can play an important
part in the optimal operation aof the system. Again, these control strategies
should be implemented to determine the actual savings which can be achieved,

Optimal collection of solar energy has been shown, both analytically and
experimentally, to be of practical value, Future work on this problem depends
on the development of an 'eFFicient, multi-speed fan for use in residential solar
heating systems.

The three major problems analyzed in this study differed primarily in the
importance and complexity of the energy storage. Systems with complex
interactions between the storage and the conditioned space (Chapter II) have
optimal control strategies which are difficult to obtain and require accurate
weather prediction. Systems with isolated storage (Chapter III) have simpler
optimal control strategies which produce excellent results with very simple
load models. Solar energy collection performance (Chapter IV) does not depend
heavily on the changes in the state of storage, and the optimal control is a

series of static optimizations which require no weather prediction,

I
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APPENDIX A.

SOLUTION TO THE OPTIMAL CONTROL FROBLEMS
FOR THE PASSIVE RESIDENCE

Two optimal control problems are posed for the operation of the off-peak
heating system in the passive residence depicted in Figure 1. The first
problem is to minimize

tF . 2
J 1= It [FQaux +C(Te-Tset)]dt
[+}

which is referred to as the quadratic objective function. The second problem

ie to minimize

J
J 2= . fQ auxdt
a

which is called the minimum cost objective function because the integral is,
in fact, the total cost of energy for the time of integration. In either case, the
optimization is subject to the dynamic equations of the system,

9y = dT/dt = —(a +ap+ax)T+a T +ayTerasT,

9, =dT /dt = asTe-(as*a6)Tw+a6Ta+a4Ht

94 =dTy/dt = a7Te-(a7+a3)TF+a9'rg+Qaux/CP
The methods of solution for these two optimal control problems differ

considerably, and each will be discussed separately.

QUADRATIC OBJECTIVE FUNCTION

- -0 2-c(T -
H =2 0.478,*005 anux T Teet

A necessary condition for the Hamiltonian to be minimized with respect to

)2.
the control is
2H/2Q ux = 0= —ZFwa+\3/CF

or




éaux* =) 3/ 2fCp
The adjoint variables are defined using the following!

d\/dt = -0H/ T, = (a;+ay*tag\ ~aghy~apaa+2C(T -T )

d\,/dt = ~3H/?T,, = -a,A  +Hagta, N,

dNo/dt = —OH/3T, = —a,) +agtag,

The above three equations and the dynamic equations of the system form a
‘set of six differential equations. These equations have initial conditions on
each of the temperatures, The final condition on the enclosure temperature is
specified as T e(tf)=Tset but the final conditions are free for Tw and TF‘ To
determine the two remaining final conditions, the transversality condition is
applied resulting in

xzuf) =0

Xs(tf) =0
The set of equations with the stated initial and final conditions describes
a two point uoundary value problem which is solved numerically using the
method of adjoints,

The method of adjoints is a shooting technique for determining missing
initial conditions in a linear two point boundary value problem. The

fundamental identity for the method of adjoints for a linear system of the form

¥; = Ay,

n r n

(m) (m) Y (m)
X)) =y it x (tn)yi(to):[ 5 (it
)

i=r+l i=1 i=1
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where
n is the number of differential equations
r is the number of initial conditions
m is a counter identifying each missing initial condition
to is the initial time
th the final time

xi(m) is the adjoint variable vectors.

P

The adjoint variable vectors are the solutions to the set of equations

¢ = -AT(r
where

ATi) is the nxn transpose of Att),
To use the fundamental identity of the method of adjoints, integrate the
adjoint equations backward (n-r) times, that is, one time for each missing
initial condition. Each integration has the terminal boundary conditions

xi(m)(tf)= 1, i=i,m

0, i#i,m

where i,m refers to the subscripts on the specified terminal conditions.
Each integration results in a xi(m)(t) and the corresponding initial condition
xi(m)(to). Substitution into the fundamental identity (n-r) times yields a set of
(n-r) linear algebraic equations in the (n-r) unknowns, the missing initial
conditions for Yy The process is theoretically non-iterative, since the
solution of the algebraic equations gives the missing initial conditions
directly. Once the missing initial conditions are found, the original

differential equations are integrated to praduce the yi(t) profiles which satisfy

the given final conditions. A complete discussion of the method of adjoints is

presented in Reference (141,
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Even though the process of determining the missing initial conditions is, in
principle, noniterative, in practice, this may not be the case. If the
eigenvalues of A(t) are widely separated in value, the set of (n-r) linear
algebraic equations is nearly singular. As a result, it may not be possible to
determine the missing initial conditions without iteration. This is the case
with the set of differential equations resulting from the quadratic objective
function. An orthonormalization procedure to cope with these problems is
suggested in Reference [14], but this process is complex and requires a
significant increase in the number of computations., A gradient improvement
technique to improve the estimates of the missing initial conditions is also
possible, but this method requires the numerical evaluation of many partial
derivatives. For the system of equations in question, six integrations are
required for each iteration. An approximation to this technique requires one
integration for each iteration. In this modified gradient technique, it is
assumed that the value of each variable at the end of the integration is
primarily determined by its initial value. Improved values of the missing
initial conditions are determined using results from the last two integrations
as

Ynew'ts) = Yt D)—R[yk(t’:)-yd:l Ly, -1t o)—yk(to)]/ [yk-l(tF)_yk(tF)]
where

k is the index for the most recent integratin

k-1 is the index for the second most recent integration

R is the relaxation constant (0,7 for this problem)

Yq is the desired final value,

This method does not guarantee convergence} however, sufficient accuracy
was achieved in every case with significantly less computer time than would be

required for either of the other suggested techniques.

Iﬂ‘ ﬂ“‘ll.ﬂl Rk
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The two point boundary value problem that resulted from the quadratic

objective function was solved using the method of adjoints and the modified
gradient improvement technique. From this solution, )\3(t) was saved and used
in the equation for the optimal control,

. * -

Qax =Ay/2Ce
recalling that f, the fuel cost, may be time varying., Typical results of this

procedure were presented in Chapter 2 and depicted in Figures 3 and 4.

MINIMUM COST OBJECTIVE FUNCTION

To determine the minimum cost of operation of the system, minimize

te,
J,= j; fQ_ dt.
o

The Hamiltonian is

H =2 19,400,+005-FQ, v

Because the Hamiltonian is linear in the contral, Q the problem

aux’
becomes one of determining the switching times. Combining the coefficients of

Q aux in the Hamiltonian results in

H = X 191+0582%03857F0,, e
The optimal control is, therefore,
& - Qaux.max’ A3/CgF20
aux -~

0y A3/C;-F<O.
The solution to this problem depends upon )\3(t) which is defined in the

same manner as for the quadratic objective function. The resulting set of

differential equations is
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94
T/t = ~(ay +apragiTe*a) T, +apTrtagTy
dT /dt = asT ~(ag+a )T, +a,TotasHy
dTF/dt = a7Te-(a7*%)TF+asTg+Qaux/CF
dhy/dt = (ay+azraghhy-aghyazhg
g\, /dt = —a N Hagtay I,
dhg/dt = -agh Hazraghy
subject to initial conditions on Te' Tw' and TF and the final conditions,
Te(tF) = tse1:
Xz(tf) =0
kS(tF) =0,
Notice that the equations for Al’ Ay and A\ are uncoupled from the first
three equations and can be solved independently. The solution is
\i(t) = K exp(m; tH+K exp(m,t)1+Kexp(mst)
Apt) = Kgexpim t+Ksexpmot)+K expimat)
N4lt) = Koexpim, ti+Kqexp(mot)+Koexpimat)
where m,, my and my are the eigenvalues of the system« The K's are

constants, six of which are linear combinations of the other three. To
determine the values of the remaining three constants, use the boundary
conditions; however, there are only two boundary conditions on the adjoint
variables,

"2“;’ = Mt =0,
Therefore, the solution to this system of equations is determined except
for a constant multiplier. For the paramenters listed in Table 1, the solution
for X3 is

k3 = Klexp(.391t)-498exp(,055t)-6332exp(.019t)].

Several solutions for A3(t) are presented in Figure 36, As the value for

the constant, K, increases, xsm increases. Therefore, according to the
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*

equation for the optimal control presented earlier, éaux is equal to

Qaux,max mare often as K is increased. This is depicted in Figure 37 for the

fuel cost function, f, used in Chapter 2. Whenever the decision variable is

positive @ = is equal to the maximum value, The correct value for K is

determined using the differential equations for the temperatures. Increasing

K increases the amount of time éau is on which increases the final value of

X

Te' The correct value of K is the one which results in Te(tf)=Tset°

In summary, the solution to the minimum cost problem is determined

analytically (to arrive at A,(t)) and numerically (to find the value of K which

results in T (to)= Typical minimum cost control strategies are presented

set’

in Figures 3 and 4,
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APFENDIX B.
OPTIMAL DISCHARGE FROM OFF-PEAK STORAGE
The following is a development of the equations for the optimal discharge
rate from the storage of an off-peak storage heating and cooling system. The
equations for hat and cool storage are different and are developed separately;

however, both are designed to minimize

t
J= f fra 12dt,
t on—peak
o

HOT STORAGE
The off-peak storaje heating system is depiived in Figure 38. Energy
balances on the enclosure and the storage yield
CgdTg/dt = éon—peak+ést-élaad
CgdTg/dt = ésol_ést—éloss
where all variables are defined in Chapter 3 except

Qlos s = UAS(TS-TD)

where

VAS is the averall storage heat transfer coefficient-area praduct

TQ is the temperature of the environment of the storage,
As in Chapter 3, it is assumed that the enclosure temperature is
effectively constant; therefore,

dT /dt = 0,

The problem now is to minimize

t

Fre 2
J =
J j; 08, -pear’ 0t

[»]
subject to

dT_/dt = (Q
s

on-peak-oload*asol'UAs(Ts'To)]/ Cer

LH

— . L e s
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Figure 38, Off-Peak and/or Solar Heating System Schematic,




The Hamiltonian is

H= N[Q':m—peak"él1:»a|:lmsol"vAs('rs.-'rcs)]/ Cs-(Qon—peak)z'

The aptimal control satisfies

QA0 oo TO=MCI2

or
. ¥
Qon—peak =2,

The adjoint variable is defined us.ng
di/dt = -BH/a‘l's = UA_/C <

Solving this equation yields

Alt) = Kexp[(UAs/Cs)t].

Therefore, the optimal control is

*

Gon-peak = Kexp[(UAs/CS)tJIZCs.

The problem now becomes one of finding the appropriate value for K. Note
that éon-peak* is a constant except for the exponential term. The values for

UAs and Cs which were used in the simulations are about 7.2 Btu/hr-°F and

8250 Btu/°F, respectively. Therefare, the optimal control is

[ *=
Qon-peak Kexp(.00087t)/2Cs.
- , . 2 * . .
If the on-peak period is 16 hours, Qon—peak is 1.4 percent higher at the

end of the on-peak period than it is at the beginning of the on-peak period, If
the storage losses are neglected, that is, if UA'5 is equal to zero, at most, a 1.4
percent error in éon-peak is incurred. The storage losses are therefore

neglected leaving

(] *-

on-peak constant = K/ ZCs.
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To evaluate K, integrate the dynamic equation for the storage temperature

after substituting for Qon— peak’
T (tp t
s _[f 2 :
C J dTg = (K/2C-Q, . 4*Q. )t
T, ity t,

or

t
£. .
Cs[‘rs(t;)-‘rs(to)] = (bt K/ 2C + j; Qg0 pagldts
o
Using the initial and final conditions on storage temperature and solving
for K/ZCs yields

%_ - -
Gon-peak =K/2C = Qpad P01 CsTs,min"Ts

Vit

where the overbar indicates an average over the remainder of the on-peak
period. Using an energy balance on the enclosure, the optimal discharge from
hot storage is

* - [] - » - - -
O = O ad G11mdH-"Stal"cs(.rs.rnin To/ et

COQL STORAGE
The off-peak storage cooling system is shown in Figure 39, Using the
assumptions that the storage losses are negligible and the enclosure

temperature is constant, the problem is to minimize

te, ,
J= j; [0, eak dt
o

subject to

de/ dt= )/C ~

(Qload_aon-peak
This problem is identical to the hot storage problem with the exceptions

that there is no solar input and the sign of the temperature derivative is

reversed. The Hamiltanian is

ol i 2
H _)‘(Q]oad.Qon-peakVCs (Qon-peak) )

w win i SN
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The optimal control satisfies
ax'Ua&cm-peak =0=-NC200, peak
or
. .o
Qon—peak \/ZCS.
The adjoint variable is defined using
d\/dt =0
or
A\ = constant = K,
The value of the constant is determined by integrating the constraint equation
T (tf)
c f (Ql o adﬂ{/ZCs)dt-.
(t )
Therefore, using the initial and final conditions from Chapter 3, the
optimal control is
on—peak Qload CelTe max T/ ety
and the optimal discharge rate from .mol storage is

*_ A v
O = % pad Yoad* CelTe,max~Ts/ e to?
It should be noted that the aoptimal discharge from cool storage was
developed using an air conditioner COP which was constant throughout the

on-peak period. Further work should include the development of the optimal

control with a variable COP,




APPENDIX C.

WEIGHTED PROPORTIONAL DISCHARGE STRATEGY

The weighted proportional discharge strategy uses approximations for
6] oad and ésol which are used in the equation for the optimal storage discharge
rate. The following is an example illustrating the development of a weighted
proportional discharge strategy. The weighted proportional strategy for
discharge from cool storage is used as the example.

The optimal discharge rate from cool storage is
k c"‘s.t“ = éload—éload+cs(Ts,max-Ts)/ (et
To establish the weighted proportional strategy, an estimate of Olo ad for
the entire on-peak period is needed, For the best effect, this estimate must
be for the load on the peak load day. The peak cooling load day is typically
characterized by a low cooling load in the morning with the load increasing
steradily throughout the day, reaching a peak at about 1800 hours. The cooling
load then decreases steadily through the end of the on-peak periad, A cooling
load such as this can be a combination of linear functions or a sinusoidal

function, In this example, the load is modeled as

dlo o ® élo aq*tACOS[2 X (£-18)/24]

where A is location dependent and equals the amount that the maximum
cooling load on the peak cooling load day exceeds élo ad’ the average cooling
load during the on-peak period of the peak cooling load day, Substituting this
into the equation for the optimal control yields

Q ot = Acos{2x(t-18)/241+C _(T =T )/ (-t )

s "s,max s
This equation represen.. one possible weighted proportional discharge

strategy. Different models for ('?10 ag Will yield different weighted
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proportional discharge strategies. The performance of a particular

strategy depends on how well the modeled 610 ad approximates the actual load

on the peak cooling day.
The procedure described above also applies to the development of a
weighted proportional discharge from hot storage. Recall, however, that in

most cases, the heating load on the "worst” days in the winter is relatively

constant. If the heating load is modeled as constant, the resulting weighted
proportional strategy is identical to the proportional straegy described in

Chapter 3.

A weighted proportional strategy is also applicable to a solar or combined
solar and off-peak storage heating system. For these systems, in addition to
the heating load, the total amount of solar energy to be collected must be
estimated. Estimation of future solar radiation can be a very risky process;
however, the only radiation of interest is the radiation which will ocour on the
day which has the largest overall heating load during the on—peak period. This
*worst" day is quite likely a cloudy one which leads to the estimate of 6501 as
zero. This is also a safe estimate because, if some radiation is expected and it
does not arrive, storage will be depleted befare the end of the on-peak period,
and a high coin.cident demand will accur. If radiation is underestimated, energy
is simply left in storage for use during the next day., The recommendation,
therefore, is that solar energy collection is estimated to be zero unless very

reliable prediction is available.

ww‘,,h_. .o
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APPENDIX D

OPTIMAL COLLECTOR FLOW RATE

The optimal mass flow rate in a solar energy collection system depends on
the statement of what is to be optimized (the objective function) and the model
used to describe the performance of the system (the constraints), Each
combination of objective function and constraints has an optimal, time
dependent, flow rate. To demonstrate this, consider the following examples of

analyses using Pontryagin‘s Maximum Principle.

STORAGE DYNAMICS
Maximize
tF-
J= f Q (m,t)dt
t v

o

where m, the mass flow rate through the collector, is the control. The
Hamiltonian is
H= éu
where éu is given by the Hottel-Whillier-Bliss equation
G, = FALHTG-U)T~T,)]
and F , the heat remaval factor, is

Fr = mcp[ l-exp(-F’UlAc/mcp)]/UIAc.

The Hottel-Whillier-Bliss equation is an accepted model for accurately
depicting collector performance. With these substitutions, the Hamiltonian is

H= mcp[HtTa-Ul(Ts-Ta)J[l-exp(-F’UlAc/mcp)]/Ul

which is a monotonically increasing function of m« Clearly, to maximize

H, the flow rate must be

Ry

S LU e




' m

{ Moyt i LHTA-U(T_-T 130
0, if [Ht‘t'a-Ul(Ts-Ta)Ko
In other words, to maximire the energy collected with no constraints, the

optimal control is bang-bang and the switching condition is based on available

net energy.

pA AL A KR g AR AT DO AT DL B A LS LAl Ty

Maximize

t
[ e
J -f Qudt

t
o

subject to

d'l‘sldt = Qu/cs’
The Hamiltonian is

H= }‘QU/C§+QU = (\/C s+1)Qu
where the adjoint variable is defined using

da/dt = -9H/ 3’1‘5 = (\/C+VF U AL
and, by the transversality condition,

At F) =0,

For the final condition on ) to be satisfied it is necessary that

0CAMC <L,
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Therefore, the multiplier of Qi the Hamiltonian is positive, and, with the

substitutions for Qu and F, as before, to maximize H, the flow rate must again

be
ie { Mgyt if CHEAQ-UYT_~T 1150
0, if [HtT a—Ul(Ts-Ta)KO.
The addition of storage dynamics to the model does not affect the form of
the optimal control, The optimal control remains bang-bang and the condition
for switching between the two control levels (0 or r'nm ay' 15 the same as in the

previous case.

—— s s et . i e e ot et

Maximize

t
J =f Féudt
t

o
subject to

de/ dt= Qujcs
dT /dt = [c'au—rhcp('rc-rsn/cc
where Cc is the thermal capacitance of the collector. The Hamiltonian is
H= ,\1QL/C5+x2[QU-mcp(Tc—TS)J/CC+QU
where
dklfdt = (,\1/ CS+X2CC+1)PYU1AC-)\21hcp/CC
d\,/dt = xz‘i‘%/cc
and
k1(tF) = >‘2(tF) =0,
The differential equation for )\2 is solved, giving

xz(t) = Kexp f(mcp/Cc)dt .

e sl




Since the exponential function is nonzero and >‘2(tf)=o' necessarily >\2(t)=0.

Therefore, the problem reduces to one which is identical to the preceeding one,
and the optimal flow rate is

M ax! if [Ht't a-Ul(Ts-Ta)DO

0, if [Ht'L a-Ul(Ts-Ta)KO.

The addition of collector dynamics does not affect the form of the optimal

control.

A e e e e e e e

Maximize
tf .
J = f (C.Q -Pydt
¢ Su
o

where C3 is a weighting factor which takes into account tihe difference
between the cost of energy to run the fluid mover and that to provide auxiliary
heating, Here P is expressed as
P= C4rhao
The appropriate value for C4 and "a" depends on the particular installation
as discussed in Chapter 4, The Hamiltonian is
= - o8
or
= - - -C.hd,
H= CS‘FrAc[HtTa Ul('I',5 Ta)] Cym
Because H does not continuously increase with m, the optimal control is
found by setting

2H/dM =0




and solving for m. To allow an explicit solution for m, the exponential
function in F, is expressed as a Taylor’s series and truncated after second
order terms so that

I‘-‘Y = p'-r-"zlec/zrhcp.
For the system in Solar House II, this approximation for Pr is acaurate to
within 0.6 percent at the highest flow rate and to within 4.5 percent at the
lowest flow rate. The resulting equation for the optimal mass flow rate is

i = €4 20a2aC,e 1t/ @Y
where f, the available energy is zerg if (Tc—'rs) is negative ar, if ‘Tc"Ts’ is
positive, determined from either

f= r'ncp(TC-TS)IFr
if the collector fluid muver is on, or

f= UIAC(TC—TS)
if the fluid mover is off (7], Note that the optimal control is not
bang-bang.

The 6.5 percent error in Fr resulting from the use of the Taylor’s series
expression causes scme errar in the selection of rh*: however, this error is
small, Because the exponent in the equation for the optimal control is small,

the choice of " is within 2 percent of the desired value, This results in an

insignificant reduction in the objective function, J.

MAXIMIZE POWER COLLECTED MINUS FUMPING POWER SUBJECT TO

e B R e P R N R e e Sl

Maximize

te .
J= f (C,Q -Pidt
t 8]

[s]
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subject to

dTS/dt = QU/CS.
The Hamiltonian is

= A - a

H (X/CS+C3)QU Cqh
where

d\/dt = (k/CS+C3)FrU1AC
and

)‘(tf) =0

Following the same procedure described previously, the optimal flow rate is

P [(X/C5+C3)FF'2U1AC/2 C4t:p]1/(a+l)
if the term in the brackets is positive, or zero otherwise, The

AMb) = CSC3exp[— f(FrUIAc’ Cg)dt1-C Ca
A numerical solution of this equation shows that, for a typical system,
)\/CS will begin the day at about -0.2 and gradually increase toward zera.
Assuming A=0 for all time causes the choice for " at the beginning of the day
to be about 7 percent higher than the true optimal flow rate., As the day
progresses, this difference reduces to zero. This difference from the true
optimal flow rate resuits in a very small reduction in the objective function.
Therefore, the optimal flow rate is

i = (€ P2, /200,00 @,
This solution is identical to the one obtained while ignoring storage
dynamics, that is, assuming that the storage temperature is constant, In other
wards, this equation approximates the optimal flow rate whether the storage

exit temperature is constant, as in an air system, or the storage is well mixed,

as in a liquid system or an air system after breakthrough has occurred.
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MAXIMIZE POWER COLLECTED MINUS PUMPING POWER SUBJECT TO

STORAGE AND COLLECTOR DYNAMICS
Maximize
t; . ;
J= f (C3Q -P)dt 1
t u ‘,

(=]

subject to
dTS/dt =Q/Cg

dT/dt = [Q -, (T-T)1/C.s _

The Hamiltonian is
- [] . _ - . - - a
H= ,\IQUICS»\ZEQU vht:p(Tc ‘l's)]/Cc+C3(:!u C4m

whera

dA/dt = O\ /C_ A/ CC+C3)FYU1AC->\¢"ncp
dAo/dt = Aghc /Co !
and i
Al(tf) = Az(tF) =0,
As befare, solving for A(t) and using the final condition on A, yields
M) =0,
Therefore, the problem is exactly the same as the one without considering
collector capacitance and the optimal flow rate is approximated by
mt= (C3FP'2U1AC/23C4CP)1/('!+“0
This is the expression for optimal flow rate which was used throughout

Chapter 4.

MAXIMIZE POWER COLLECTED MINUS PUMPING POWER WHILE
INCLUDING A VARIABLE COLLECTOR EFFICIENCY FACTOR

In each of the above prablems, the collector efficiency factor was assumed

to be constant for all flow rates, This assumption is consistant with most
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] simulation programs, for example, TRNSYS [15]. For an air collector, however,
the collector efficiency factor may not be constant. Manufacturer’s data for
the collectors on Solar House II suggest a decrease in collector efficiency
factor with flow rate [16). The decrease in performance at low flow rates is
the result of the dependence of air collector efficency factor on convective
heat transfer coeffidents [8]. This variation in F’ with flow rate can be
included in the optimization by assuming a relationship between flow rate and
efficiency factar. The derivation of the optimal flow rate for a system with a

variable collector effidency factor follows.

e,
T= f; (C,Q,-Pidt.

[o}

It was shown earlier that the storage and collectar dynamics are not
important; therefore, they are not included in this problem. Let the energy
collected again be denoted by

GU = FrAc[Ht'C a-Ul(T s'Ta)]
and the heat removal factor by

- 12 1]

Fr =F’-F UlAcIchp.

Now assume that F’ is related to flow rate linearly as

F’ = F*+bm

so that
o L -1 1.2 .
F, = F"+bi=(F*+bm)“ VA 2ic,,
The Hamiltonian is
= s (T [ . e _ - ° i.
H = C,A [F*sbin-(F"+binU)A /26 JUH,T Q-U(T =T )1-Ch
The optimal control is found by setting
dH/2m =0

o L B 3 gis. & T e e e b o hlh
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which yields
ckatl “2 VR wl =
(C4a/Cofm Bt UIA F /2cp1(m i U,AF /2::p =0,
This equation cannot be solved explicitly for n'-n*, but a lookup table similar
to the one in Chapter 4 can be developed, The new optimal flow rate again

depends on system parameters, the temperature difference across the

collector, and the old flow rate.







